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Figure 1: A study participant, who is congenitally blind, using Front Row to watch a tennis match together with their sighted 
friend. Front Row is a system that automatically generates an immersive audio representation of a tennis broadcast video, 
allowing BLV viewers to more directly perceive what is happening in a tennis match. Front Row frst recognizes gameplay 
from the video feed using computer vision, then renders players’ positions and shots via spatialized (3D) audio cues. Front Row 
works with a standard pair of headphones. 

ABSTRACT 
Blind and low-vision (BLV) people face challenges watching sports 
due to the lack of accessibility of sports broadcasts. Currently, BLV 
people rely on descriptions from TV commentators, radio announc-
ers, or their friends to understand the game. These descriptions, 
however, do not allow BLV viewers to visualize the action by them-
selves. We present Front Row, a system that automatically generates 
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an immersive audio representation of sports broadcasts, specifcally 
tennis, allowing BLV viewers to more directly perceive what is hap-
pening in the game. Front Row frst recognizes gameplay from the 
video feed using computer vision, then renders players’ positions 
and shots via spatialized (3D) audio cues. User evaluations with 12 
BLV participants show that Front Row gives BLV viewers a more 
accurate understanding of the game compared to TV and radio, 
enabling viewers to form their own opinions on players’ moods 
and strategies. We discuss future implications of Front Row and 
illustrate several applications, including a Front Row plug-in for 
video streaming platforms to enable BLV people to visualize the 
action in sports videos across the Web. 
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1 INTRODUCTION 
Sports broadcasts are one of the most watched categories on TV 
for blind and low-vision (BLV) people, yet they remain inaccessible 
to BLV viewers [5, 56], making the experience of watching sports 
exclusionary and isolating for them [11, 36, 59]. BLV people use 
TV and radio to follow sports similar to sighted people, but fnd it 
difcult to fully understand what is happening in the game due to 
the lack of information conveyed via the broadcasts’ audio. They 
must also rely on descriptions of the game from other people, such 
as sports commentators and friends they are watching with, to 
understand what is happening in the game. This means that others 
have the power to decide what BLV viewers should focus on, and 
that if others fail to describe a certain detail, there is no way for BLV 
people to access it. In short, BLV viewers have no way of visualizing 
exactly what is happening in sports broadcasts, and they are not 
aforded the agency to interpret what is happening for themselves. 

Figure 2 shows the diference between sighted people’s experi-
ence watching sports on TV and BLV people’s experience following 
sports via descriptions more concretely. The TV visuals (Figure 2a) 
convey players’ positions and actions thoroughly, allowing viewers 
to focus on the parts of the game they fnd interesting. The radio 
descriptions (Figure 2b), by contrast, are largely focused on Elena 
Rybakina, the far player in the TV broadcast. The announcer does 
not describe how Ons Jabeur runs across the court to the right to 
successfully play a shot, as seen in Figure 2a. Ultimately, we need to 
understand how to help BLV people more directly perceive sports 
broadcasts themselves instead of relying on others’ descriptions. 

In this work, we present Front Row, a system for automatically 
generating immersive audio representations of sports by inferring 
gameplay directly from a source broadcast video. The name “Front 
Row” refers to our focus on giving BLV viewers a front row seat to 
the action so they can experience sports more immersively rather 
than relying on others’ descriptions of the action. Front Row frst 
uses a computer vision pipeline to automatically extract gameplay 
information from the broadcast video, then renders an immersive 
spatialized audio representation of the game to BLV viewers. The 
auto-generated spatialized audio cues convey players’ positions and 
actions, enabling BLV viewers to visualize the action themselves. 
As Figure 1 illustrates, Front Row makes it possible for BLV people 
to enjoy sports together with friends without missing out on any 
important context. 

Prior work has explored the use of on-feld sensors such as high-
precision cameras to generate audio and tactile representations 
of sports broadcasts [1, 13, 21, 33, 53, 62]. For example, Action 
Audio [1] acquires the ball’s position using a specialized tracking 

system [32] that requires the court to be instrumented with multiple 
high-performance cameras. The use of specialized hardware, how-
ever, limits the applicability of these approaches to the tiny fraction 
of sports broadcasts where such large-scale hardware installations 
are feasible. With Front Row, we aim to use computer vision to 
generate immersive audio representations directly from the source 
broadcast video. By using this direct video-to-audio methodology, 
systems like Front Row could eventually make all sports broadcasts 
accessible to BLV viewers. 

Our current focus with Front Row is on tennis broadcasts. We 
chose tennis because it is popular in many parts of the world, has a 
fairly simple setup with two players and a ball, and is very similar 
in form to other racket sports such as badminton, table tennis, and 
squash. As we discuss in Section 8, the results we fnd for Front 
Row could translate well to racket sports in general. 

We evaluate Front Row in a user study with twelve BLV partic-
ipants to understand how well Front Row allows BLV viewers to 
comprehend tennis gameplay compared to the status quo of listen-
ing to TV and radio broadcasts. We found that Front Row provides 
BLV viewers with a signifcantly more accurate understanding of 
the gameplay compared to TV and radio. For instance, Front Row 
reduced BLV participants’ comprehension errors compared to TV 
by over 90% in recognizing the type of shots players hit and around 
85% in identifying when players approach the net during the play. 
We also found that Front Row facilitates more immersion, with 
many participants valuing how Front Row afords them the ability 
to visualize the gameplay and to form their own opinions about the 
players’ moods and strategies during the game. Our participants 
who play blind tennis [41] expressed their enthusiasm for using 
Front Row in the future to review their opponent’s style of play 
before a game. We illustrate several future applications of Front 
Row, including a Front Row plug-in for video streaming platforms 
to make all sports videos across the Web accessible and immersive 
for BLV people. 

In summary, we contribute (1) a formative study of BLV people’s 
challenges in watching sports, (2) the Front Row system for au-
tomatically generating immersive audio representations of sports 
from a source broadcast video, and (3) both a technical evaluation 
and a user experience evaluation of Front Row. 

2 RELATED WORK 
Our work builds from the following three main threads of research. 
(i) approaches to visual media accessibility, (ii) sports broadcast 
accessibility, and (iii) sports video analysis via computer vision. 

2.1 Approaches to Visual Media Accessibility 
One common approach for making visual media accessible to BLV 
people is through text-based descriptions. For example, BLV peo-
ple understand images via alternative text (also known as “alt-
text”) [48, 80] and videos via audio descriptions (AD) [2, 79]. Many 
researchers have studied ways to create efective descriptions for 
BLV people, by proposing methods and guidelines for authoring 
descriptions [3, 6, 19, 42, 45, 72, 78] as well as by introducing tools 
to support and automate the process [9, 20, 63, 77, 78, 82]. Prior 
work, however, shows that descriptions do not provide BLV people 
a spatial understanding of the visual content [49, 57, 60]. Spatial 
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Figure 2: Tennis gameplay as experienced (a) on TV via visuals by sighted viewers, and (b) on radio via announcer’s description 
by BLV viewers. The visuals allow sighted viewers to perceive players’ positions and actions to fully understand gameplay. 
The ball’s path is indicated in yellow, and the players’ movements are indicated in white. The radio descriptions, by contrast, 
convey a fraction of the information that visuals provide and do not ofer a way to form one’s own opinions of the game. 

understanding of the visual content is crucial for interacting with 
rich visual media, such as for watching TV [2, 56, 70], exploring 
museums [4, 40, 60, 66], playing video games [50, 69], and engaging 
with social media [20, 44, 49, 82]. 

Another approach to visual media accessibility is using tactile 
graphics, which conveys spatial information via touch [8, 71]. Tac-
tile graphics have been successfully used to understand the spatial 
layout of paintings [61], foor plans [22, 46], and more [14, 23, 
34, 38, 39, 58, 68]. Prior work has also explored fnger-worn de-
vices [64, 65, 73] that allow BLV people to access printed text by 
moving their fnger along the text for added spatial context. How-
ever, BLV users explore the tactile surfaces and use fnger-worn 
devices through touch, which makes it less suitable for perceiving 
dynamic visual media such as videos. This becomes even more 
difcult for sports videos, given the fast-paced and dynamic nature 
of sports. 

Audio, in the form of sonifcation or audio-cues, has also been 
explored for general image accessibility [26, 55], as well as for par-
ticular forms of images such as time series charts [29, 67]. However, 
limited work has been done to make videos [9], specifcally sports 
videos, accessible via audio. In this work, we explore how spatial-
ized audio can be used to make tennis videos accessible to BLV 
people, with the aim of giving them the ability to more directly 
visualize the gameplay. 

2.2 Sports Broadcast Accessibility 
Sports play an important role in enhancing people’s social and 
cultural lives [11, 36, 59]. However, BLV people often experience 
sports in isolation because many existing sports broadcasts remain 
inaccessible to them [5]. Past research has explored diferent ways 
of making sports broadcasts accessible to BLV people, leveraging 
tactile graphic displays for football games [13, 53, 62] and 3D spa-
tialized audio for tennis games [1, 21]. 

Most approaches, however, rely on specialized hardware which 
may not always be feasible. For example, Action Audio [1] requires 
the court to be equipped with the Hawk-Eye ball tracking technol-
ogy [32], before it can make the game accessible to BLV people. 
Installing and maintaining these tracking technologies involves 
high costs which are only feasible for a tiny fraction of all sports 

events. Our preliminary work on Front Row [35], by contrast, intro-
duced the concept of inferring gameplay directly from the source 
broadcast video feed using computer vision, eliminating the re-
liance on hardware installations. In this work, we perform both a 
technical evaluation and a user experience evaluation of Front Row. 

2.3 Sports Video Analysis via Computer Vision 
Research within the computer vision community has explored tech-
niques to analyze sports videos by tracking game elements such as 
actions [74], balls [30], and players [51] and developing new appli-
cations using them [10, 17, 18, 76]. For instance, Voeikov et al. [76] 
introduced a deep learning-based system for automatic refereeing 
in table tennis games. Ghosh et al. [18] proposed a framework to 
infer players’ statistics such as reaction time, speed, and movement 
for badminton. 

Although this research is very promising, much of the focus 
has been outside of accessibility contexts and does not consider 
how computer vision systems can help users themselves watch and 
better perceive sports. Our work explores how sports video analysis 
can be used explicitly for accessibility. That is, we will frst develop 
a computer vision system for computers to visualize sports (in our 
case, tennis), and we will then design an assistive interface so that 
BLV users can visualize sports. 

3 FORMATIVE STUDY 
To inform Front Row’s design, we conducted semi-structured inter-
views and observation sessions with fve BLV participants. Specif-
cally, we focus on answering two questions: 
Q1. What challenges do BLV people face when watching sports? 
Q2. What are BLV viewers’ information preferences for achiev-

ing a better understanding of the gameplay? 

3.1 Methods 
Participants. We recruited fve BLV participants (three males, two 
females; aged 23–60) by posting to social media platforms. Table 1 
summarises the participants’ information (F1–F5). All interviews 
were conducted remotely via Zoom and lasted for about 60–75 
minutes. Participants were compensated $25 for this IRB approved 
study. 
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Procedure. To answer the frst question about BLV people’s chal-
lenges of watching sports, we used a recent Critical Incident Tech-
nique (CIT) [15], in which we asked participants to recall and de-
scribe a recent time when they watched sports. We asked partic-
ipants to describe their likes and dislikes about this experience, 
challenges they faced while viewing the game, and ways in which 
they navigated those challenges. 

To answer the second question about BLV people’s informa-
tion preferences, we observed participants as they viewed tennis 
games via television (TV) and radio broadcasts. We shared our 
screen over Zoom and played several short clips from professional 
tennis matches for both TV and radio. After each clip, we asked 
participants to describe the gameplay and elaborate on aspects of 
gameplay they wanted to learn more about. 

Interview Analysis. We frst transcribed the interviews in full 
and then performed thematic analysis [7] involving two members 
of our research team. Each researcher independently reviewed 
the interview transcripts to generate an initial set of codes using 
NVivo [52]. Subsequently, both researchers collaborated with the 
two BLV co-authors to iterate on the codes and identify emerging 
themes for each research question. 

For the frst question, two challenges emerged: (i) feeling ex-
cluded when co-watching sports with friends, and (ii) inappropriate 
amount of information. For the second question, two information 
preferences emerged: (i) preference for spatial information, and (ii) 
preference for neutral, objective information about the gameplay. 

3.2 Understanding BLV Viewers’ Challenges of 
Watching Sports 

We found two major challenges that BLV people face when watch-
ing sports. 

3.2.1 Feeling excluded when co-watching sports with friends and 
family. Our participants noted that it is challenging for them to 
co-watch sports with friends and family because of mismatched 
preferences for the mediums through which they watch sports. BLV 
people prefer radio commentary, whereas their sighted friends and 
family prefer a visual medium such as TV. F2 mentioned that not 
being able to watch sports through a medium they could equally 
understand made them feel excluded: “Well, I feel like I was kind of 
left out with the family conversation.” F1 explained that feelings of 
exclusion are even more pronounced for sports because: you don’t 
like having what is supposed to be fun, make you feel excluded”. 

This fnding aligns with prior research showing that sports is 
a social activity for BLV people [11, 36, 59] and that the sense of 
shared excitement and afliation is a big motivation for BLV people 
to watch sports [5]. 

3.2.2 Inappropriate amount of information. We observed that par-
ticipants felt underwhelmed when watching tennis on TV and 
overwhelmed when watching tennis on radio. Participants noted 
that, unlike other sports, TV commentators in tennis are silent 
during the play. As a result, participants lose interest: “I feel like 
there’s a lot of stuf that I’m just not getting in, so I don’t feel very 
immersed in it. And so my mind wanders” (F1). On the contrary, 
radio announcers spoke too fast for them to be able to follow the 
game events, which made them feel frustrated sometimes. 

3.3 Understanding BLV Viewers’ Information 
Preferences for Watching Sports 

We discovered BLV viewers’ two major information preferences 
for better understanding gameplay. 

3.3.1 Preference for spatial information about the gameplay. Af-
ter listening to tennis clips for both TV and radio, participants 
expressed desire to more closely follow where the actions were 
happening on court: “I never got a sense of where they were hitting it 
on the court. Because I know when you’re really playing, if the player 
is up close to the net, then you try to hit it back in the far corner, you 
know, to make them have to run to make the play. I didn’t get a sense 
whether that was happening or not.” (F2). 

3.3.2 Preference for neutral, objective information about the game-
play. Participants expressed their preference for fact-based report-
ing of information versus information interpreted from someone 
else’s perspective. For instance, “the announcers [often] color things 
from their home team’s perspective” (F4), and if a BLV viewer sup-
ports the other team, they “probably wouldn’t want [announcers’] 
opinions as much because I could form my own opinions” (F4). 

3.4 Design Goals 
Based on our formative study fndings, we set forth the following 
design goals for Front Row: 

G1: Facilitating spatial understanding of the gameplay. As 
noted that perceiving spatial aspects of gameplay are difcult in 
a non-visual format (Section 3.3.1), one of our goals to intuitively 
facilitate a spatial understanding of the gameplay for BLV people. 

G2: Providing an appropriate amount of information to facil-
itate immersion. Since immersion within the game is important 
to BLV viewers (Section 3.2.2), one of our aims is to ensure that an 
enhanced gameplay understanding is not achieved at the cost of 
immersion. 

G3: Providing a single format that both BLV and sighted 
viewers can enjoy. To instill a sense of afliation in their sports 
watching experience (Section 3.2.1), one of our goals is to provide a 
single, universal format that BLV people can co-watch with friends 
and family. 

G4: Supporting agency in gameplay understanding. As men-
tioned in Section 3.3.2, it is important for BLV people to form their 
own opinion about the gameplay. Thus, one of our aims is to pro-
vide factual information that enables BLV people to view the game 
from their own perspective. 

4 FRONT ROW: IMMERSIVE AUDIO DESIGN 
Front Row is a system that generates an immersive audio represen-
tation of a tennis broadcast video in order to enable BLV viewers 
to more directly perceive what is happening in a tennis match. The 
audio rendering consists of three sound cues that together help BLV 
viewers to gain a spatial understanding of the gameplay (G1), to 
feel more immersed within the game (G2), to enable co-watching 
with sighted peers (G3), and to form their own opinions on players’ 
strategies (G4). 
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Figure 3: Front Row’s 3D soundscape. The tennis court is dis-
played on a 2D plane orthogonal to the BLV viewer. Players’ 
positions are represented by continuous humming sounds, 
and players’ shots are represented by bell sounds similar to 
those in blind tennis [41]. These sounds are blended with the 
TV broadcast’s original audio to incorporate ambient noises 
and the announcers’ commentary. 

The frst sound cue allows viewers to visualize and follow players’ 
positions on the court. The second sound cue allows viewers to 
understand players’ shots, including when players make shots and 
whether those shots are forehands or backhands. The third sound 
cue is the ambient game sounds from the broadcast video, such as 
audience cheers and umpire’s calls, that provide a more realistic 
viewing experience to BLV people. 

Figure 3 shows how Front Row renders the sound cues to the 
viewer. Front Row renders the sound cues via spatialized (3D) audio 
on a 2D plane that represents the “birds-eye view” of the court. This 
2D plane is orthogonal to the viewer but several feet in front of 
them in the 3D soundscape. To generate spatialized sound, we used 
the Steam Audio toolkit for Unity [75], which provides a built-in 
head-related transfer function (HRTF) [81]. Our design for Front 
Row resulted from several co-design sessions with our two BLV 
co-authors and consideration of prior work [1, 21]. In the following 
subsections, we describe each of Front Row’s three sound cues. 

4.1 Visualizing Players’ Positions 
Front Row renders each player’s position via a virtual speaker that 
continuously emits a humming sound from the point on the 2D 
plane representing the player’s position on the court. The humming 
sound uses a diferent pitch for each player. Efectively, viewers 
can hear virtual speakers moving in their left and right ears in sync 
with the player’s movement on the court. Front Row renders the 

player shown closer in the TV broadcast on the left side and renders 
the player shown farther in the TV broadcast on the right side. 

In our co-design sessions, we prototyped and evaluated diferent 
design possibilities for players’ sounds, focusing on two main design 
“knobs”: whether the sounds should be continuous or discontinuous 
(e.g., beeping or pulsing), and whether the 2D plane representing 
the court should be oriented orthogonally to the viewer (as we 
chose) or in a diferent fashion such as being parallel to the ground. 

We compared a continuous sound efect with a discontinuous one 
because both are commonly used in blind-accessible video games 
to convey the position and movement of game objects [50, 69]. We 
experimented with a discontinuous sound representation where 
virtual speakers activate only when players pass by three points 
across the width of the court: the two ends and the middle. Both 
BLV co-authors agreed that while the discontinuous representation 
was less cognitively demanding, continuous representations pro-
vided a more immersive viewing experience (in line with G2). It 
allowed these co-authors to get a better feel for players’ movements 
throughout the play without constantly needing to anticipate the 
players’ positions during the gaps in the discontinuous representa-
tion (aligning with G1). 

We tested diferent orientations of the court’s 2D plane in or-
der to see if a particular orientation made it easier for viewers 
to diferentiate the two players and follow the action in general. 
We compared the court being parallel to ground, the court being 
orthogonal to the viewer but oriented horizontally, and the court 
being orthogonal to the viewer but oriented vertically. 

Our BLV co-authors found it hard to clearly track the far player’s 
movements when the court was rendered parallel to the ground. 
Comparing the two orthogonal representations, they found the 
horizontal confguration better at displaying continuous sounds 
since it allows viewers to hear each of the players’ virtual speakers 
primarily in diferent ears. This aspect allows viewers to more eas-
ily alternate their focus to one side of the court as the ball moves 
around—a common practice for sighted viewers. Unlike the ren-
dering scheme in Action Audio [1], which does not render players’ 
positions and only uses discontinuous sounds via a vertical court 
orientation, Front Row’s rendering scheme allows BLV viewers to 
continuously follow players’ positions. 

4.2 Visualizing Players’ Shots 
Front Row represents players’ shots via diferently pitched bell 
sounds that distinguish forehands from backhands. The bell sounds 
are rendered spatially from the player’s location when they hit 
the shot. We chose a bell sound because it resembles the sound 
of the ball used in blind tennis [41], which was also the choice 
in prior work [1, 21]. Both BLV co-authors found it fairly easy to 
understand the ball’s trajectory by interpolating the locations of 
two consecutive shots. 

We had experimented with diferent ways of rendering shots as 
well. One interesting design that we prototyped was rendering the 
ball’s position via a continuous sound cue, similar to the players’ 
positions. Both BLV co-authors, however, found it extremely hard 
to follow a third sound cue that traveled back and forth between 
the left and right side. This led us to pursue a scheme for conveying 
the ball’s trajectory indirectly via players’ positions and shots. 
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Figure 4: Front Row’s computer vision pipeline. The pipeline takes as input only the tennis broadcast video feed to generate 
audio representations of the game. It consists of three components: (a) tracking the court, ball, and players; (b) detecting shots: 
recognizing when, where, and how players hit a shot; and (c) segmenting rallies: identifying periods of play (as opposed to the 
many lull moments in between) to generate immersive audio only for these portions of the broadcast. 

4.3 Blending Ambient Game Sounds 
To ofer BLV viewers a more realistic and immersive viewing expe-
rience (G2), Front Row blends the audio from the source broadcast 
with the rest of the audio that it generates. We refer to the audio 
from the broadcast as ambient game sounds, which includes audio 
such as crowd cheers, the umpire’s calls for faults and outs, sound 
from the rackets hitting the ball, players’ grunts, TV announcers’ 
commentary, and squeaking sounds caused by the friction between 
players’ shoes and the court surface. These sounds can enhance 
viewers’ comprehension of the gameplay (aligning with G4). Play-
ers’ grunts, for instance, often indicate the intensity with which 
they hit a shot, while the squeaking sounds often give viewers a 
sense of the player’s movements on the court. Note that the ambient 
sounds are rendered via mono audio since they do not correspond 
to a specifc location in the 3D soundscape, unlike sound cues for 
players’ positions and shots that are spatialized. Another reason 
that Front Row includes the ambient sounds is to aford a common 
context when BLV viewers watch the tennis match together with 
friends and family who are sighted. This way, all parties can hear 
the commentary from the broadcast, aligning with G3. 

5 FRONT ROW: COMPUTER VISION PIPELINE 
Front Row’s audio representations provide BLV viewers with infor-
mation about players’ positions and shots. To create these represen-
tations, Front Row takes as input only the source broadcast video 
feed and uses computer vision to extract the necessary gameplay 
information. 

Figure 4 shows Front Row’s computer vision pipeline. It consists 
of three components: (a) tracking the court, ball, and players; (b) 
detecting shots: recognizing when, where, and how players hit a shot; 
and (c) segmenting rallies: identifying periods of play (as opposed 
to the many lull moments in between). Front Row only generates 
immersive audio for the portions of the broadcast in which the ball 
is in play. The following subsections describe the computer vision 
pipeline’s three components. 

Figure 5: A sample video frame from a tennis TV broadcast 
showing (a) scenarios where court detection fails due to an au-
dience member’s white shirt and white advertisement boards, 
and (b) output from masking out the background using a seg-
mentation model to mitigate these court detection failures. 

5.1 Tracking the Court, Ball, and Players 
The frst component in Front Row’s computer vision pipeline tracks 
the basic game elements of tennis—the court, ball, and players— 
from the source broadcast video. 

Tracking the Court. To track the court, we rely on the fact that 
court lines are always white in color. We frst use thresholding 
to flter white pixels in the video feed image, and then we apply 
Hough Transforms [47] to identify white lines in the fltered image. 
From these candidate white lines, we select lines that match the 
expected structure of a tennis court, using perspective homography 
to fnd the closest match. 

This approach correctly detects the court most of the time, but 
it sometimes confuses other white lines in the video feed as court 
lines. For example, Figure 5a shows a specifc frame from a tennis 
match where we noticed failures in court detection due to a white 
advertisement board and audience members wearing white shirts. 
To address this problem, we compute a rough mask of the court 
area by using a semantic segmentation model [43], masking out the 
background as Figure 5b shows. We then detect white lines in the 
roughly masked court area only. This fx eliminated false detections 
of white lines completely. 
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Figure 6: Illustration of technique for detecting when a shot 
is hit. Change in the direction of the ball’s trajectory within 
a fxed radial distance from either player is used to identify 
when shots are hit by a player. This change in direction is 
computed using player and ball coordinates with respect to 
the court’s 2D representation. 

Finally, we establish a court reference frame by transforming 
the detected court onto a reference court image. The reference 
court image is a “birds-eye view” of an actual tennis court. Recall 
that Front Row uses this court reference frame to establish the 3D 
soundscape, as seen in Figure 3. 

Tracking the Ball. To track the ball, we used the state-of-the-art 
deep learning approach for detecting small, fast-moving objects — 
namely, TrackNet [30]. TrackNet outputs the ball’s pixel coordi-
nates at every frame. We convert these pixel coordinates to “court 
coordinates” using the tracked court as a reference frame. In Section 
5.2, we describe how the ball tracking is used to detect when a shot 
is played. 

Tracking the Players. To track the players, we employ the YOLOv5 
object detection model [37] to fnd the players’ positions in terms 
of pixel coordinates. We chose YOLOv5 [37] since it ofers accurate 
detections at real-time speeds. The publically available pre-trained 
model, however, only has a ‘person’ class and not a specifc ‘ten-
nis player’ class, which means that it detects ball kids and line 
judges on and around the court as well. Thus, we annotated our 
own dataset and fne-tuned YOLOv5 using this dataset to accurately 
detect the two players. Our dataset features two classes: “Far player” 
and “Near player,” where “Far player” corresponds to the player 
farther away in the broadcast video feed. Now that we have pixel 
coordinates for both players, we convert them to “court coordinates” 
using the tracked court as a reference frame. 

5.2 Detecting Shots 
To help BLV viewers infer the shots hit by each player, Front Row’s 
audio representations need information about when a shot is played, 
how it is played, and where on the court it is played. Therefore, 
our computer vision pipeline should extract these three pieces of 
information about the players’ shots from the broadcast video feed. 

To detect shots, we rely on the fact that the ball changes its 
direction perpendicular to the net whenever a player hits a shot. 
Since players hit shots when the ball is close to them, we only need 

to consider the ball’s changes in direction when it happens near one 
of the players. Therefore, we use ball tracking and player tracking 
to identify moments when the ball changes direction. Figure 6 
illustrates this technique, where we classify the ball’s direction 
change as a shot when it happens within a fxed radial distance 
from the nearest player’s position on the court. We determined the 
fxed radial distance empirically to optimize accuracy. 

Now that we know when a shot is hit, we detect the specifc 
shot type (forehand vs. backhand) using a recurrent neural network 
(LSTM [25, 28]). The recurrent network takes as input a sequence 
of 9 player crops and classifes the shot type. We select player 
crops from 9 consecutive video frames such that the middle frame 
corresponds to the moment ball changes direction in the player’s 
vicinity. Our choice of 9 frames is based on empirical analysis of 
the average time taken by players to hit shots. Finally, we use the 
player’s position as a proxy for where the shot is hit on the court. 

5.3 Segmenting Rallies 
With the components from Section 5.1 and Section 5.2, the com-
puter vision pipeline has the ability to infer players’ positions and 
players’ shots from the broadcast video feed. Sports broadcasts, 
however, include a sequence of periods of play with lull periods 
interweaved within the game, where no action is happening. In 
tennis broadcasts, the play consists of rallies with non-play periods 
between them, such as commercial breaks, audience reactions, and 
players switching sides. A rally in tennis is analogous to what one 
might call a play or a point in other sports: it is an exchange of shots 
between players, ending when one player fails to make a successful 
return. Front Row renders the audio representations only for rallies 
in the tennis match. Thus, our computer vision pipeline should also 
segment the source broadcast video feed into rallies (Figure 4C). 

To segment rallies from the broadcast video feed, we used the 
observation that during a rally, the camera is steadily positioned 
behind one of the players overlooking the full court. When a rally 
is not being played, the broadcast usually shows player or crowd 
close-ups. It may also be playing advertisements during breaks in 
game. Thus, to detect rallies, we trained a support vector classi-
fer (SVC) [54] that detects the full view of the court in broadcast 
videos. The SVC takes as input the histogram of oriented gradients 
(HOG) [12] features extracted from each video frame and classi-
fes the frame as a rally or non-rally frame. Front Row generates 
audio representations for only these rally segments, as shown in 
Figure 4C. The ambient game sounds, however, can be heard at all 
times during the game, even when the ball is not in play. 

6 TECHNICAL EVALUATION 
We evaluate Front Row’s technical performance to investigate the 
efect of errors on BLV viewers’ experience of watching tennis via 
Front Rows’ audio representation. We aim to answer two questions 
through this evaluation: (1) To what extent does Front Row generate 
accurate audio representations of the game, and where does it fall 
short? and (2) How do the errors in Front Row afect BLV viewers’ 
understanding of the game, and what strategies do BLV viewers use 
to compensate for system errors? 
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Figure 7: Player tracking accuracy results. (a) The precision-
recall curve at 0.5 IoU threshold. (b) The Confusion matrix 
at 0.5 IoU threshold and 0.5 confdence threshold. Far and 
Near refer to the two players, with Far referring to the player 
farther away in the TV broadcast’s camera view. Our model 
achieves a 97.2% mean average precision at 0.5 IoU threshold. 

6.1 Procedure 
To answer the frst question, we evaluate Front Row’s ability to 
accurately convey the three main pieces of information it uses to 
render the audio representations, (i) players’ positions: location 
of the humming sounds on the court, (ii) the occurrence of shots: 
when to play the bell sound cue, and (iii) type of shot: varying pitch 
of the bell sound to distinguish forehands from backhands. We 
perform the evaluation on a dataset of three videos of extended 
highlights from professional tennis broadcasts downloaded from 
YouTube. Each video is around fve–six minutes long. To evaluate 
the pipeline’s robustness to the court’s visual appearance, we chose 
videos such that each tennis match was played on a diferent court 
surface. Thus, the matches corresponded to the three court surfaces 
in tennis, (i) synthetic: the blue court in Figure 1, (ii) grass: the 
green court in Figure 2, and (iii) clay: the red court in Figure 5. 

To answer the second question, we conduct a pilot study with 
two BLV participants and gather initial reactions to Front Row’s 
errors before performing the user study described later in Section 7. 
We recruited two additional BLV participants for this pilot study to 
ensure they had not tried Front Row before and were independent 
of our formative and user study participants. In the pilot study, we 
compare participants’ experience watching tennis via Front Row in 
two conditions. The frst corresponds to Front Row’s actual accu-
racy performance, and the second corresponds to a version of Front 
Row with perfect accuracy performance. To prepare the perfect 
version, we manually corrected any errors in Front Row’s com-
puter vision pipeline before rendering the audio representations. 
We showed participants fve tennis rally clips for each condition 
without revealing the condition name. After watching the clips, 
we asked participants questions to elicit diferences in experiences 
between the two conditions. 

6.2 Results 
We present the results for our frst question by reporting player 
tracking and shot detection performance. 

Player Tracking Accuracy. Figure 7 summarizes the accuracy 
with which Front Row tracks players’ positions via a precision-recall 

Figure 8: Confusion matrices for (a) detecting occurrence of 
shots and for (b) detecting the type of shots, i.e., forehands vs. 
backhands. Far and Near refer to the two players, with Far 
referring to the player farther away in the TV broadcast’s 
camera view. Our model correctly detects the occurrence of 
80.8% shots, and classifes the shot types with 79.3% accuracy. 

curve (Figure 7a) and confusion matrix (Figure 7b). Our custom-
trained player detection model scored a 97.2% mean average pre-
cision (mAP) at 0.5 intersection over union (IoU) threshold. We 
observed a minor accuracy drop when tracking the far player. Upon 
further analysis of the failure cases and the confusion matrix, we 
found that our pipeline sometimes confuses the ball kids in the 
background as the player. Another reason for the accuracy drop 
is the far players’ size compared to the near player. A lower pixel 
resolution of the far player afects model performance. 

Shot Occurrence Detection Accuracy. Figure 8a shows the con-
fusion matrix for detecting the occurrence of shots. Our pipeline 
correctly detects 80.8% of the total shots. We noticed comparable 
performance for both players. Further analysis of failure cases re-
vealed that most errors were attributed to the errors in our ball 
tracking approach, which uses TrackNet [30]. Future improvements 
in ball tracking could potentially increase shot detection accuracy. 

Shot Type Detection Accuracy. Figure 8b shows the confusion 
matrix for shot type detection accuracy. Our pipeline detected 79.3% 
of the shot types correctly. Our analysis of the failure cases revealed 
that the model struggled to correctly detect shot types for play-
ers that were left-handed or had unconventional ways of playing 
backhands. For example, most players use one hand for playing 
forehands and both for playing backhands. However, few players 
play a single-handed backhand which is not well represented in 
our training dataset. Training the model with a larger, more diverse 
dataset could potentially improve shot type detection performance. 

Next, we present the results for our second question by reporting 
fndings from our experiments with the two BLV participants. 

Pilot Study Results. The majority of Front Row’s errors were due 
to the computer vision pipeline’s inability to accurately detect shots 
and their types. As a result, Front Row sometimes missed out on 
rendering the bell sound cue for a player’s shot, or misrepresented 
the shot type (for e.g., representing a forehand as a backhand). 
While trying Front Row in the two conditions —the actual and 
the perfect version (with all errors removed)— both participants 
noticed these errors but remarked that they did not signifcantly 
afect their overall experience of viewing the game. 
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Table 1: Self-reported demographics of our study participants. Five BLV participants (F1–F5) were recruited for the formative 
study (Section 3), while twelve BLV participants (P1–P12) were part of the user study evaluating Front Row (Section 7). Note 
that three participants from the formative study (F1-F3) also took part in the user study (P10-P12). Gender information was 
collected as a free response where our participants identifed themselves as female (F), non-binary (NB), and male (M). The 
country codes refer to Bahrain (BH), India (IN), Saudi Arabia (SA), Singapore (SG), and the United States (US). Participants 
indicated their sports fandom as per Hunt et al.’s [31] scale which classifes sports fans into fve categories: (1) temporary, (2) 
local, (3) devoted, (4) fanatical, and (5) dysfunctional. 

PID Gender Age Race Country Occupation Vision ability Onset Sports Fandom (1–5) Tennis Familiarity (1–5) 
P1 M 27 Asian IN PhD student Totally blind Birth 4: Fanatical fan 1: Not at all familiar 
P2 M 27 Arab BH Salesforce Admin Totally blind Birth 2: Local fan 3: Moderately familiar 
P3 M 26 White US Student Totally blind Birth 1: Temporary fan 1: Not at all familiar 
P4 M 23 Arab SA Student Totally blind Birth 5: Dysfunctional fan 2: Slightly familiar 
P5 M 25 Asian US Not employed Totally blind Birth 3: Devoted fan 4: Very familiar 
P6 F 52 Asian SG Massage therapist Totally blind Age 28 1: Temporary fan 2: Slightly familiar 
P7 NB 40 White US Not employed Low vision Birth 1: Temporary fan 1: Not at all familiar 
P8 F 25 Black US Not employed Low vision Age 10 4: Fanatical fan 5: Extremely familiar 
P9 M 23 Latino US Customer service Totally blind Birth 1: Temporary fan 2: Slightly familiar 
F1/P10 M 37 White US Game developer Totally blind Birth 4: Fanatical fan 5: Extremely familiar 
F2/P11 F 60 White US Retired Totally blind Age 25 2: Local fan 2: Slightly familiar 
F3/P12 F 28 White US FMLA claims expert Totally blind Birth 1: Temporary fan 2: Slightly familiar 
F4 M 32 Asian IN Self-employed Low vision Age 20 1: Temporary fan 1: Not at all familiar 
F5 M 23 Black US Editor Low vision Age 15 4: Fanatical fan 2: Slightly familiar 

When Front Row fails to render the bell sound cue for a player’s 
shot, the user loses information about the occurrence of a shot, 
its location on court, and the type. Both pilot study participants 
mentioned leveraging the two other sound cues in Front Row to 
recover a part of this lost information. To recognize the occurrence 
of a shot, both participants mentioned using Front Row’s ambient 
game sounds (Section 4.3) which includes the sound of racket hitting 
the ball. 

To identify the shot’s location, one participant mentioned relying 
on the players’ position sound cues (Section 4.1) at the time of the 
shot to get a general sense of the shot’s location on court. The other 
participant remarked that since shots alternate between the two 
players, knowing which player hit the previous shot and knowing 
the occurrence of a shot via ambient game sounds was enough 
to keep them engaged within the game. While participants had 
no way of ascertaining the type of shot when Front Row failed to 
render it accurately, both participants agreed that this issue was 
not too common and thus, did not afect their understanding of the 
gameplay as much. 

7 USER STUDY 
Our study had three goals. First, we wanted to evaluate how Front 
Row afects BLV viewers’ ability to understand tennis gameplay 
compared to their existing means of viewing tennis: Television 
broadcasts and Radio broadcasts (Section 7.2). Second, we wanted 
to quantitatively analyse BLV people’s overall experience of view-
ing tennis games using Front Row and these existing means (Sec-
tion 7.3). Third, we wanted to see how participants rank the three 
audio formats (Television, Radio, and Front Row) in order of their 
preference for viewing tennis games (Section 7.4). 

7.1 Study Description 
Participants. We recruited twelve BLV participants (seven males, 
four females, and one non-binary; aged 23–60) by posting to so-
cial media platforms and by snowball sampling [24]. Participants 
identifed themselves with a range of racial identities (Asian, Black, 
White, Latino, Arab) and lived in fve diferent countries (Bahrain, 
India, Saudi Arabia, Singapore, US). Participants also had diverse 
visual abilities, onset of vision impairment, sports fandom [31], and 
familiarity with tennis rules. 

Table 1 summarises participants’ information. P1 and P5 reported 
minor hearing loss in their right and left ear, respectively. All but 
three participants (P7, P9, and P10) reported themselves as being 
moderately–extremely experienced with 3D spatialized audio in 
the past (3+ scores on a 5-point Likert scale). 

Experimental Design. In the study, participants had to answer 
questions about tennis audio clips in three formats: Television, Ra-
dio, and Front Row. The questions helped us quantify participants’ 
understanding of the gameplay and their overall experience of 
viewing tennis games using each audio format. 

Our study was a within-subjects design in which participants 
tried the three formats in a counter-balanced order. We used a bal-
anced Latin square to counter-balance the order to reduce order bias 
and learning efects. For each audio format, participants listened to 
fve audio clips rendered in that audio format. We gathered these 
clips from a single set of fve rallies from diferent professional 
tennis matches. The length of each rally (and clip) was roughly ten 
to ffteen seconds. We extracted the Television and Radio audio 
clips from their ofcial broadcasts, which we downloaded from 
YouTube. We generated the Front Row audio clips using Television 
broadcast video as input to our pipeline. 
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Procedure. We began each study condition (audio format) by play-
ing a sample audio clip to help participants familiarize themselves 
with the format. For Front Row, we additionally gave a brief expla-
nation about how to interpret its diferent audio cues. Participants 
were asked to wear a regular pair of headphones during the study 
to ensure optimal rendering of Front Row’s spatialized audio. 

We administered a post-clip questionnaire after each audio clip 
(3 audio formats × 5 rallies = 15 audio clips), which was comprised 
of three parts. The frst part determined participants subjective 
understanding of the gameplay. It asked them to describe the game-
play in the rally. The second part tested participants’ objective 
understanding of the gameplay. It included questions about play-
ers’ predominant shot types and their positions. The third part 
gauged participants’ overall experience via subjective measures 
of information overload, frustration, and immersion for the clip 
using 20-point Likert scales similar to a NASA TLX form [27]. We 
chose the objective measures for gameplay understanding and the 
subjective measure of participants’ overall experience based on our 
formative study fndings (Section 3). 

After trying all three audio formats, participants completed a 
post-study questionnaire which asked them to rank the three audio 
formats in order of their preference for viewing tennis games. Last, 
we conducted a semi-structured interview to follow up on their 
responses to the questionnaires. Towards the end of the interview, 
we focused our discussion on Front Row, asking participants about 
ways in which it can be improved and scenarios in which they 
imagine themselves using Front Row. 

The study was held virtually via Zoom and lasted for about 
90–120 minutes. We ran studies at very diferent times of day to 
accommodate our participants’ wide range of geographic locations. 
To play audio clips for participants over Zoom, the facilitator shared 
their screen’s audio. Participants were compensated with a $25 gift 
card for their time. The study was IRB approved. 

Interview Analysis. We report participants’ spontaneous com-
ments that best represent their overall opinions, providing further 
context on the quantitative data we collected during the study. We 
analyzed the transcripts for participants’ quotes and grouped them 
according to (1) gameplay understanding, (2) overall experience, 
and (3) ranking preferences; across the three audio formats. 

7.2 Gameplay Understanding 
Here we report participants’ ability to understand the gameplay 
using each audio format. We evaluate participants’ gameplay un-
derstanding by computing participants’ error in answering ques-
tions about two basic aspects of the game: (i) recognizing players’ 
predominant shot types: what each player was doing, and (ii) iden-
tifying players’ positions: where each player was on the court. 

In the following subsections, we describe how we computed 
participants’ errors, then compare participants’ errors for the three 
audio formats — Television, Radio, and Front Row. We also elaborate 
on how participants’ descriptions of the gameplay they viewed 
difered across the three formats. 

How We Computed Participants’ Errors. Figure 9 shows par-
ticipants’ available choices for these two questions and how we 
scored participants’ responses. As Figure 9a shows, participants 

had to specify each player’s predominant shot type for each rally 
from three choices: mostly forehands, mostly backhands, or a mix 
of the two. As Figure 9b shows, participants had to specify each 
player’s position using two options: near the net and far from the 
net. For both questions, we gave participants the option to choose 
‘I don’t know’ if they had no idea at all. 

We computed participants’ error rates by calculating the distance 
of their response from the correct answer on the relevant spectrum 
from Figure 9. Note that we penalized ‘I don’t know’ more strongly 
— with a greater distance value — since it refected them not being 
able to ascertain any information at all. 

Recognizing Players’ Predominant Shot Types. Figure 10a 
shows the average error in participants’ understanding of the shot 
types that players predominantly played. The mean (± std. dev.) 
error for Front Row was the least of the three conditions, at 0.21 
(±0.22), followed by Radio in a distant second at 1.48 (±0.74) and 
Television last at 2.68 (±0.82). The error results for Television failed 
the Kolmogorov-Smirnov test for normality, i.e., it varied signif-
cantly from a normal distribution. Thus, we did not run any para-
metric tests on the Television error results. A paired t-test was 
performed on the error results for Radio and Front Row. Average 
error in participants’ responses to shot types with Front Row were 
signifcantly (�11 = 5.66, � < 0.0001) lower than those with Ra-
dio. This indicates that Front Row gave BLV participants a more 
accurate understanding of the shot types compared to Radio. 

Regarding participants’ ability to describe the gameplay that 
they viewed, participants could only specify the number of shots in 
a rally when viewing the Television clips. Radio gave participants a 
general sense of what happened in the rally — which is more detail 
than simply the number of shots that occurred — but participants 
were still confused about the specifcs of what happened when 
viewing the Radio clips: 

P3: “I understand that there’s a couple backhands and 
then there’s a forehand, but I don’t know who’s doing 
what. ... [The announcer] was mostly talking about like 
every third shot, so it’s confusing.” 

Front Row, on the contrary, enabled participants to follow the game 
more closely with access to information about almost every shot: 

Figure 9: Participants’ available choices for answering ques-
tions about (a) players’ predominant shot types and (b) play-
ers’ positions. We calculated participants’ error rates by com-
puting the distance between their response and the correct 
answer, which we illustrate here. A response of ‘I don’t know’ 
was penalized more strongly, with a greater distance value. 
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Figure 10: Average distance errors for participants’ responses 
to gameplay understanding across two metrics: (a) recog-
nizing players’ predominant shot types and (b) identifying 
players’ positions. A Paired t-test revealed that Front Row 
was signifcantly (� < 0.0001) better than Radio, giving BLV 
participants an accurate understanding of the gameplay for 
both metrics. Error bars indicate standard error. 

P12: ‘Well, that was eventful. Um, [it had] mix of fore-
hands and backhands on both sides, and it culminated 
with a forehand from the player on the right.” 

With Front Row, participants also liked how intuitively they 
could relate the shot types with specifc players — something they 
mentioned missing with Radio: 

P11: “I really liked the diferent pitches of the diferent 
shots. I [also] liked hearing shots on the left or right side 
of my headset.” 

Identifying Players’ Positions. Figure 10b shows the average 
error in participants’ understanding of players’ positions. The mean 
(± std. dev.) error for Television, Radio, and Front Row was 1.84 
(±0.26), 1.49 (±0.49), and 0.41 (±0.43), respectively. The error results 
for Television failed the Kolmogorov-Smirnov test for normality, 
i.e., it varied signifcantly from a normal distribution. Thus, we 
did not run any parametric tests on the Television error results. 
A paired t-test was performed on the error results for Radio and 
Front Row. Average error in participants’ responses to players’ 
positions with Front Row was signifcantly (�11 = 8.04, � < 0.0001) 
lower than those with Radio. This suggests that Front Row gave 
BLV participants a more accurate understanding of the players’ 
positions compared to Radio. 

For Television, most participants (n=11) noted that they did not 
get any useful information about players’ positions from the clips, 
constantly opting for ‘I don’t know.’ P12’s response after one of 
these questions represents participants’ overall sentiment: “Worse 
than I don’t know, no clue” (P12). For Radio, participants noted that 
players’ positions was rarely specifed by the announcers. Even 
when it was specifed, participants expressed difculties in relating 
players to their actions: 

P3: “I believe it wasn’t super clear because when [the 
announcer] said that someone got close to the net, it 
could have been either one of [the players].” 

With Front Row, participants felt comfortable specifying the play-
ers’ positions and found that the ability to constantly track players’ 
movements helped them also identify ‘when’ a player moved closer 
to the net: 

P7: “For the most part, [the players] were far from the 
net. The left player got close to the net near the end.” 

7.3 Overall Experience 
Here we report our fndings for participants’ overall experience 
of viewing tennis games via the three audio format in terms of 
their perceived information overload, frustration, and immersion. 
Through these metrics, we aim to quantitatively understand how 
each audio format fares in terms of our design goal, G2: Providing 
an appropriate amount of information to facilitate immersion, which 
we learned from our formative study (Section 3). 

Perceived Information Overload. Figure 11a shows participants’ 
average TLX scores (1–20, where lower is better) for their perceived 
information overload for each audio format. The mean (± std. dev.) 
rating of perceived information overload for Television, Radio, and 
Front Row were 3.35 (±3.72), 9.78 (±3.19), and 7.38 (±4.64), respec-
tively. A one-way Analysis of Variance (ANOVA) revealed that the 
audio format has a signifcant main efect on the perceived infor-
mation overload (F2,22 = 15.5, � < 0.0001). Post-hoc Turkey test 
showed that the diferences were signifcant (� < 0.01) for every 
pair of audio format except Radio vs. Front Row. 

During the semi-structured interview, we asked participants to 
elaborate on their information overload scores. Regarding Televi-
sion, we found that although it was rated to have the least amount 
of information overload of the three conditions, that fact came at a 
cost — it did not provide much information at all: 

P7: “There is no information. Like, you can’t overload 
on what’s not there.” 

Radio, on the other hand, was noted to provide “a lot of information 
to process all at once and really fast” (P3). P5 further explained: 

P5: “There’s so much being talked about in very little 
time. And so it doesn’t leave a whole lot of room to really 
ascertain what exactly is happening. It’s a lot to take 
in.” 

Front Row was rated by participants as the audio format with 
the least amount of information overload. However, it was “kind 
of overwhelming, at frst” (P3) for participants to get used to Front 
Row’s audio cues. But as participants listened to more clips, Front 
Row started to feel more intuitive: 

P5: “Now that I’ve had three or four diferent clips [...] 
it doesn’t feel as demanding. And so it’s kind of taking 
on a more natural approach of listening to it.” 

Perceived Frustration. Figure 11b shows participants’ average 
TLX scores (1–20) for their perceived frustration with each audio 
format. The mean (± std. dev.) rating of perceived frustration was 
15.87 (±5.52) for Television, 9.97 (±5.55) for Radio, and 6.58 (±4.51) 
for Front Row. The audio formats have a signifcant main efect on 
participants’ frustration (F2,22 = 11.84, � < 0.0003). Pairwise mean 
comparison showed the diferences were signifcant between Tele-
vision and Radio (� < 0.05) and between Television and Front Row 



UIST ’23, October 29–November 01, 2023, San Francisco, CA, USA Jain et al. 

Figure 11: Average TLX scores for participants’ overall ex-
perience. Participants rated their (a) perceived information 
overload, (b) perceived frustration, and (c) perceived immer-
sion on a scale of 1—20 while viewing tennis rallies via the 
three audio formats. The error bars indicate standard error. 
Pairwise signifcance is depicted for � < .01 (∗) and � < .05 
(∗∗). Participants rated Front Row as the most immersive 
tennis viewing experience of the three audio formats. 

(� < 0.01). However, there was no signifcant diference between 
Radio and Front Row in the post-hoc analysis. 

The semi-structured interview allowed us to identify specifc 
aspects of each format that caused the frustration. For Television, 
most participants (n=11) agreed that their inability to infer game-
play in any meaningful way was frustrating. P11 remarked that 
she “couldn’t tell what was going on. And when you don’t know 
what’s going on, you get frustrated.” P7 also felt strongly about this, 
exclaiming: 

P7: “Oh, god, that’s a straight 20 [frustration score]. 
Like, this is the thing that I would change the channel 
for.” 

With Radio, participants expressed frustration about the lack 
of consistency in the announcer’s description of the game. For 
instance, participants noted that announcers may choose to not de-
scribe certain parts of the rallies — for example, completely ignoring 
one of the players in one rally: 

P12: “I did feel kinda like I lost out on what was hap-
pening with the other player.” 

Most participants agreed that this was typical of radio broadcasts, 
including for sports other than tennis. 

Front Row was rated as being the least frustrating of the three 
audio formats. However, participants found it frustrating to not 
be able to more accurately discern player movement, specifcally 
along the baseline: 

P11: “I can tell they’re moving [along the baseline], 
but I just can’t get that spatial diferentiation on the 
movement.” 

Perceived Immersion. Figure 11c shows participants’ average 
TLX scores (1–20) for their perceived immersion while viewing 
tennis rallies using each audio format. The mean ( ± std. dev.) rating 
of perceived immersion were 4.23 (±5.09), 11.30 (±4.53), and 14.07 

(±3.70) for Television, Radio, and Front Row, respectively. One-
way ANOVA revealed that the audio formats have a signifcant 
main efect on participants’ immersion within the game (F2,22 = 
20.60, � < 0.0001). Post-hoc analysis showed the diferences were 
signifcant (� < 0.01) for all pairs of audio formats except for Radio 
vs. Front Row. 

The semi-structured interview gave us further insight about par-
ticipants’ immersion scores. Most participants stated that Television 
was not at all engaging. 

P7: “[Television] is just so under stimulating. It’s like if 
it was between that and a silent room, I would genuinely 
choose the silent room.” 

With Radio, participants felt more immersed because the announc-
ers continuously describe the game, keeping them “in the game” 
(P2). However, the announcers’ inability to provide gameplay infor-
mation in sync with the game, i.e., lagging behind the actual events 
in the game, derailed participants’ sense of immersion: 

P3: “I don’t like that [radio announcers] can’t keep up. 
I don’t like that.” 

Front Row was rated as the most immersive of the three audio 
formats, with most participants appreciating how it renders the 
gameplay in a spatial manner: 

P3: “[What] I liked about [Front Row] was being able to 
hear objects in space, which is really important. So, you 
know the players and their movement. I think it is really 
fascinating. And that’s something that is oftentimes 
missed.” 

Most Participants were excited about how Front Row made them 
feel more “involved in what was going on” (P11) in the rally, by 
giving them the ability to follow the game in sync with the actual 
events: 

P11: “[In Radio], the announcer lags behind. So, [with 
Front Row] I like the real-time [aspect] of knowing the 
types of shots that are shot at the time.” 

Figure 12: Forced ranking results. Participants ranked the 
three audio formats in order of their preference for viewing 
tennis games. Eight participants selected Front Row as their 
number one choice, four participants picked Radio as their 
top choice, while Television was unanimously ranked as the 
least preferred option by all participants. 
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Figure 13: Illustration of popular racket sports. Front Row’s design for (a) tennis can be extended to make other racket sports, 
such as (b) badminton, (c) pickleball, and (d) table tennis, accessible to BLV viewers. 

However, the use of synthetic audio cues in Front Row negatively 
afected some participants’ (n=3) sense of immersion. 

7.4 Forced Ranking Results 
Figure 12 shows how participants ranked the audio formats in order 
of their preference for watching tennis games. Eight out of twelve 
participants chose Front Row as their preferred audio format and 
four chose Radio. All participants unanimously rated Television 
as their least preferred format. Half of the participants who rated 
Radio as their number one choice (n=2) acknowledged that Front 
Row was a “close second” (P12). 

In the semi-structured interview, we asked participants to elabo-
rate on their rankings. For Radio, it was the announcers’ ability to 
convey the emotions of the game that caused participants to rate ra-
dio favorably. For example, participants liked how announcers “put 
a fair on everything so that it could sound interesting. [Announcers] 
put character into each player.” For Immersive, it was the ability gain 
a spatial understanding of the gameplay in an immersive manner, as 
well as its ability to ofer them agency in interpreting the gameplay 
for themselves and forming their own opinions about the players’ 
moods and strategies during the game: 

P5: “As a blind person, oftentimes, descriptions are through 
the lens of how other people perceive things. Having 
that information conveyed just in its most raw and ba-
sic form allows me to [...] make connections that I can 
derive on my own.” 

8 DISCUSSION 
Our goal with Front Row was to explore the idea of making sports 
broadcasts accessible by generating immersive audio representa-
tions directly from the source videos. Similar to previous work in 
sports video analysis (Section 2.3), our approach uses computer 
vision to give our system an understanding of what is happening 
in the game. Unlike previous work, however, our approach focuses 
on sharing that understanding with people who could beneft from 
it via immersive audio cues that we designed. We refect upon the 
implications of this approach for ongoing work in visual media ac-
cessibility (Section 2.1), sports broadcast accessibility (Section 2.2), 
and sports video analysis via computer vision (Section 2.3). 

Implications for visual media accessibility. Regarding the more 
general problem of visual media accessibility, our approach repre-
sents a shift away from textual descriptions and toward a more di-
rect representation of raw visual details—for example, continuously 
displaying players’ raw positions rather than describing players’ 

positions via speech. Our results show this shift has many advan-
tages for BLV people, including giving them a better understanding 
of players’ positions (Figure 10) and making that understanding 
real-time rather than time-delayed as with radio announcer’s de-
scriptions. Our results also show, however, that this shift is not a 
complete replacement for textual descriptions. One-third of partici-
pants preferred radio over Front Row (Figure 12), and there was no 
signifcant diference in feeling of immersion between radio and 
Front Row (Figure 11). 

A major reason for this is that textual descriptions can convey 
important story elements or contextual details that lie beyond what 
we captured via our computer vision-based approach. Radio an-
nouncers might mention, for example, that a player’s forehand 
has been really strong all year and that it is great that the player 
has been playing a lot of forehands. Computer vision alone cannot 
capture this type of broader context. 

As a result, we have found a need for more immersive approaches 
to visual media accessibility as well as a need for understanding tex-
tual descriptions’ unique afordances. Future work in visual media 
accessibility (including images as well as more work on video) can 
explore designs that combine textual descriptions with immersive 
representations to realize the advantages of both. In this process, 
sound design will be very important. From our design process and 
studies, we learned that users feel less immersed when an immersive 
representation’s sound cues seem artifcial. Front Row’s representa-
tion of player’s positions would have been stronger, for example, if 
it used footstep sounds rather than continuous humming sounds. 

Front Row presents an approach for designing spatialized (3D) 
audio cues to make videos —specifcally tennis videos— more acces-
sible and immersive to BLV people. Future research could explore 
how spatialized audio cues should be used for making other, more 
interactive, types of visual media such as video games and virtual 
reality (VR) applications accessible to BLV people. 

Implications for sports broadcast accessibility. Front Row 
demonstrates that it is possible to make tennis broadcasts accessible 
to BLV people without extensive hardware installations, as required 
by prior work such as Action Audio [1]. A direct implication of 
this is that other racket sports such as badminton, pickleball, table 
tennis, and squash (collectively shown in Figure 13) could be made 
accessible to BLV people by training sport-specifc computer vision 
pipelines and using Front Row’s overall approach. 

Our work leaves open questions, however, about how to make 
sports with larger felds and more players (sports such as football 
and basketball) accessible. TV broadcasts for tennis often employ a 
single, fxed camera position that covers the entire court. For such 
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other sports, however, that is not the case—the camera cuts between 
many diferent views, and the court or feld is very rarely shown on 
screen in its entirety. For a Front Row-like approach to be efective 
with these other sports, its computer vision pipeline would need to 
be evolve to fuse many camera views into a single, cohesive feld 
representation. Another challenge will be to convey the positions 
and actions of many players on the feld without overloading the 
viewer. Prior work on tactile graphics for football [74] can inspire 
future work on addressing this challenge. 

Last, we learned that BLV people greatly value watching sports 
with friends and family. Most work in sports broadcast accessibil-
ity, however, has focused on developing novel user interfaces and 
evaluating them in the context of BLV users watching sports by 
themselves. Future research in this space should also evaluate their 
ability to help BLV people in social scenarios such as watching with 
friends and family on a couch at home. 

9 FUTURE DIRECTIONS FOR IMMERSIVE 
SPORTS AUDIO 

Front Row’s current design introduces a number of opportunities 
for future work: 

Conveying intensity of play via multimodal representations. 
Front Row supports BLV viewers’ understanding of gameplay via 
audio representations of players’ positions and types of shots. These 
representations currently do not provide viewers with information 
on variations in players’ running speeds and intensity of shot-
making. Access to the subtle intensity variations in the game could 
help BLV viewers gain insights into more abstract aspects of game-
play, such as players’ characters and emotions, and further enhance 
their ability to visualize the action. In the future, we will investigate 
how to convey the intensity of play to BLV viewers in a manner 
that does not increase their information overload. One possible 
solution to convey more information without overloading users 
is to use multimodal representations. For example, a smartwatch 
worn on the wrist could convey how hard players hit the ball via 
haptic feedback, in sync with Front Row’s bell sound cues for shots. 

Supporting diferent viewer expertise levels. Front Row cur-
rently uses a fxed set of audio representations for conveying the 
players’ positions and shots. However, participants indicated difer-
ent preferences based on their familiarity with tennis. For instance, 
participants who self-reported as “expert viewers” (rated 4+ on ten-
nis familiarity) craved more fne-grained and technical information 
on players’ shots, such as learning whether the forehand was a top-
spin, a volley, or a lob. Expert viewers also wanted more control 
over the parameters of the sound cues, such as pitch and volume. 
“Casual viewers” (rated 1–3 on tennis familiarity), by contrast, pre-
ferred Front Row’s current confguration with only two shot types 
because “putting too many sounds would become very confusing” 
(P11) for them. In the future, we will investigate these difering 
preferences between viewers of diferent expertise levels in order to 
allow BLV viewers to customize their 3D soundscapes in Front Row. 
We envision introducing diferent modes in Front Row that viewers 
could select based on their expertise, with the ability to fne-tune 
these baseline confgurations as per individual preferences. 

Figure 14: Front Row plug-in for video streaming platforms. 
Front Row can be integrated with online video streaming 
platforms, such as YouTube, ESPN+, and Hulu, to make 
recorded tennis broadcasts accessible to BLV viewers. This 
could work similarly to how closed captions are implemented 
on YouTube. Video source: Wimbledon’s YouTube channel. 

Implications for BLV athletes in coaching and strategy. We 
designed Front Row for BLV sports viewers, but future work could 
investigate how Front Row can be developed further to support 
blind athletes in coaching and learning strategies. Professional 
athletes review video footage of themselves in order to improve 
their techniques and also of their opponents to identify opponents’ 
playing styles, weaknesses, and strengths [16]. To support these 
afordances for BLV athletes, future research could investigate what 
information athletes want from their video analysis and design 
audio representations that efectively render this information to 
them. BLV participants who play blind tennis [41] (P4, P5, P8) 
expressed excitement about sharing their experience of using Front 
Row with their coaches and friends for this purpose. 

10 APPLICATIONS 
We now illustrate applications that Front Row could enable in the 
future. Figure 14 shows a Front Row plug-in for video streaming 
platforms to make sports videos across the Web accessible. As 
Figure 15 shows, Front Row can make recreational tennis games at 
high schools, parks, and universities accessible to BLV audiences by 
processing video feed from a camera on court. Figure 16 illustrates 
Front Row’s potential in making video games accessible. 

11 CONCLUSION 
We have presented the Front Row system for automatically gen-
erating immersive audio representations of sports from a source 
broadcast video, allowing BLV viewers to directly perceive what 
is happening in a tennis match rather than rely on others’ descrip-
tions. Our technical and user evaluations show Front Row’s promise 
for making sports broadcasts equivalently accessible to BLV view-
ers, providing a more accurate understanding of gameplay and the 
agency to interpret the game themselves. Front Row’s video-to-
audio method can be integrated as a plug-in for video streaming 
platforms to make it possible for BLV people to access the vast 
repository of online sports and video content across the Web. 
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Figure 15: Recreational tennis game at a park. Front Row can 
make recreational tennis matches, such as matches at high 
schools, parks, and universities, accessible to BLV viewers. By 
processing a camera feed captured behind one of the players, 
Front Row can enable BLV audience members to follow the 
game in real time. Image source: The New York Times. 

Figure 16: Gaming streams. A tennis video game stream by 
Ray, a popular streamer, who can be seen on the bottom right 
playing Mario Tennis Aces. Front Row can make both video 
game streams and video games themselves accessible to BLV 
viewers and gamers. Video source: Ray’s YouTube channel. 
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